An agent based model of integrin clustering: Exploring the role of ligand clustering, integrin homo-oligomerization, integrin–ligand affinity, membrane crowdedness and ligand mobility
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Abstract

Integrins are cell-surface protein heterodimers that coordinate cellular responses to mechanochemical cues from the extracellular matrix (ECM) and stimulate the assembly of small adhesion complexes, which are the initial sites of cell-ECM adhesion. Clustering of integrins is known to mediate signaling through a variety of signal transduction pathways. Yet, the molecular mechanisms of integrin clustering are poorly understood. In this paper, we develop computational models, using agent based modeling (ABM) techniques, to explore two key underlying mechanisms of integrin clustering, namely ligand organization and integrin homo-oligomerization. Our models help to shed light on the potential roles ligand clustering and integrin homo-oligomerization may play in controlling integrin clustering. A potential mechanism for the clustering of integrin is discussed and the effects of other parameters such as integrin–ligand affinity, membrane crowdedness and ligand mobility on integrin clustering are examined.

1. Introduction

Integrins are key plasma membrane sensory molecules that are essential for the cell adhesion to the extracellular matrix (ECM) in multicellular organisms [2,3]. These receptors bind extracellular matrix proteins and help mediate translation of mechanical signals into a cascade of biochemical signals that trigger a wide range of cellular responses [1,8,10]. These molecules show a high propensity to cluster when bound to adhesion ligands [24]. In addition, integrin clustering can be affected by ligand–integrin binding. The importance of ligand binding was established by nonphysiological techniques [4,11]. It has been revealed that integrin clustering is triggered by, or linked to, formation of focal adhesions between the cell and ECM and is required to invoke signal transduction mediated by the integrin. But the precise mechanism of integrin clustering has remained a mystery [15].

Integrins are composed of two non-covalently linked α and β chains (subunits), which form a heterodimer and bind to specific sequences of ligands, with the major one being the tripeptide RGD (Arginine, Glycine, Aspartate) sequence, found in several ECM proteins [22,23,28,30]. Each integrin subunit contains a large extracellular domain with a ligand-binding region, a single-pass transmembrane (TM) spanning domain, and a short cytosolic domain that interacts with cytoskeletal proteins [16,35]. Integrins, while residing in the cell membrane, can shift between three states: inactive, active and clustered. In the resting (inactive) state, integrins exhibit low affinity for ligands [33] and this affinity increases in the active state [7,12,19].
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The transmembrane domains of integrin are believed to be close to each other in the inactive state and are separated upon either intracellular elements or ligand binding in the active state. In this state, affinity of the ligand for integrin increases but receptor aggregation does not change. Dissociation of the integrin transmembrane domains facilitates the self-association of these isolated domains to form homodimers and heterotramers with other \( \alpha \) and \( \beta \) subunits, respectively [18,20–22,24].

These homo-oligomerization interactions provide a plausible eventuality for integrin clustering and could also help integrin activation by stabilizing the integrin in its activated state [18,20–22,24]. It would be possible that integrin activation can induce integrin to organize in clusters and increase strength of integrin binding integrin valency. Receptor clustering plays an important role in the regulation of adhesion [32] as alterations in integrin clustering may lead to defects in cell adhesions and other biological functions [18]. In addition, integrin clustering can be inferred not only from the presentation of a ligated integrin and affinity between integrin and ligand but also from surface concentrations of ligand and in addition ligand clustering. In fact, many of the ligands that integrins bind are multimeric and have many sites for integrin binding [4,6,13].

A relationship between the number, size and distribution of integrin aggregations in the cell membrane and the concentration of ECM ligands and their affinity for integrins has been revealed [27]. It has been also suggested that properties of the ECM such as ligand chemistry and matrix stiffness can influence integrin clustering and formation of focal adhesions [27].

In this work, we develop agent based modeling (ABM) techniques to simulate the phenomena involved in integrin clustering. The goal of the models presented here is to describe how changes in integrin clustering properties can be associated with key model parameters such as ligand distribution, homo-oligomerization of integrin subunits, membrane crowdedness, the affinity between alpha–alpha subunits and beta–beta subunits, and also affinity between integrin and ligands.

2. Methods: simulating biochemical systems using ABM

Biochemical systems are traditionally modeled using ordinary or partial differential equations. The main assumption in these models is that the system is continuous and deterministic. Neither of these assumptions would truly fit biochemical microsystems, especially that of living cells. The discrete, heterogeneous, random and stochastic nature of biochemical systems, together with the underlying component interactions and geometrical dependency of these interactions decrease the reliability of continuous methods. In particular, randomness and stochasticity cannot be ignored in the cell. Moreover, the number of biochemical species in the cellular system (e.g. signaling proteins) is very small and fluctuations in their concentration are significant. In contrast to differential equation-based methods, the agent-based modeling (ABM) approach has the ability to model the individual molecules and the discrete interactions that take place between them. The aim of ABM is to represent the heterogeneous nature of the system explicitly by modeling each molecule of the real system as an agent. Each agent has different states and exhibits different behaviors based on various environmental conditions. In addition to interactions with the individual agents, ABM considers interactions with the environment, so that each agent can interact with the environment as it moves within it and interacts with other agents. Rather than using reaction rate constants, which would mean ignoring the stochastic behavior of interactions, the ABM technique assigns a certain probability when assessing individual interactions. In other words, ABM uses stochastic reaction constants as a replacement for macroscopic kinetic constants. The behavior of the system will emerge from both the individual behavior of, and the interaction between, the participating agents. The approach in ABM is a bottom-up approach where the rules are simple and local but result in the growth in complexity and completeness of the system's behavior. A major drawback of agent-based models is their computational cost which limits the spatial and temporal resolutions when compared to ODE/PDE methods but still far beyond those achieved by Brownian dynamics simulations. Due to the stochastic nature of the model, the result and emergent behaviors of the system should be averaged over separate independent simulations with the same initial configuration. In general, when an ABM model is built to simulate a certain phenomenon, we need to identify three terms; the agents, environment, and the rules defining how agents interact with each other and with their environment. In this study specifically, the agents are different molecules such as ligand and integrin subunits, the membrane and extracellular medium construct the in silico environment, and finally, the movement and the interaction between agents constitute the rules governed by the diffusion and biochemical interaction properties of the biological system. Agents are building blocks of the ABM technique and represent the elements of the actual system. The agents can move and interact with each other and create a complex structure or exhibit complex behaviors. Each agent is characterized by some property and state, for example each agent type in our model has properties such as the volume it occupies, density, movement probability, and binding partners; and each individual agent inherits these properties in addition to other properties such as the position and conformational state.

Generally the agents can be eliminated from, or created in, the system or converted to other agent types. But in our cases, the total running time of the simulation is typically too low to consider the denaturation or elimination of proteins or changes in the concentration based on unrelated signaling pathways and mechanisms. The ABM environment is discretized and divided into a number of cells, which we term each a 'compartment' here for the sake of clarity and to avoid similarity with biological cells. In ABM, it is usually preferred to discretize the space with compartments that are uniform in shape and size. Consequently, we are limited to a few shapes such as triangles, squares, and hexagons in two dimensional spaces, and cubic and rhombic dodecahedron in three dimensions. Each compartment can have properties such as position, maximum volume and viscosity, and each agent distinguishes between compartments via these properties and is directly affected by them. Individual or, in our case, multiple agents can move into an individual compartment if the volume of the agents does not exceed the free volume of the compartment. After discretizing the environment, ABMs can implement a range of
Table 1
Number of binding sites for each agent to attach to other agents.

<table>
<thead>
<tr>
<th></th>
<th>Ligand</th>
<th>α subunit</th>
<th>β subunit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ligand</td>
<td>-</td>
<td>1 (^b)</td>
<td></td>
</tr>
<tr>
<td>α subunit</td>
<td>-</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>β subunit</td>
<td>1</td>
<td>1</td>
<td>2 (^a)</td>
</tr>
</tbody>
</table>

\(^a\) We suppose that in oligomerization, α subunits can form homo-dimers and β subunits form homo-trimers.
\(^b\) Ligands attach to the position between α and β subunits, in our model ligands can attach to either α or β subunits.

neighborhood types among agents, such as von Neumann, Moore and extended von Neumann. In a particular time step, each agent can interact with a subset of agents that are located within neighboring compartments as well as in the same compartment. This neighborhood can refer to the physical proximity of compartments or other relational connectedness such as the existence of periodic boundary conditions in all or some directions. The last important factor in ABM is the rules that govern changes of the state and properties as a function of the position, time, and the property of neighboring agents. These rules can be divided into two categories: (1) rules that are explicitly independent of other agents, i.e. movement of agents, and (2) rules that consider other agents and interactions with them like binding and activation. These rules should be as simple as possible and mimic what happens locally in the neighborhood of the agent in real systems. A chief issue in the ABM approach of applying these governing rules is the asynchronous occurrence of events, which unlike the real system where all of the agents simultaneously interact with each other and are synchronously transformed to new states, the ABM method applies rules sequentially due to the nature of serial computation. For example, in a biochemical environment, all of the molecules simultaneously move and several of them may collide and possibly interact with each other to create a complex while others dissociate from each other in a synchronous manner. In our simulations, we apply the movement and interaction rules sequentially by choosing a particle and applying the rules and subsequent state changes to it, and afterward selecting the next particle to repeat the process. This can cause some artifacts that can be compensated by performing a random selection method for applying rules to agents.

In the following, we will explain how we attempt to mimic the real system and will set up in-silico agents, the environment and rules. To simulate integrin clustering, the model system is constructed using various agents such as ligand (RGD in fixed ligand and tenascin in mobilized one), integrin subunits (α and β subunits), and some inert membrane proteins. The number of each agent type is calculated based on their density and the volume of the simulated environment. We have used their Stokes radius (i.e. the radius of a hard sphere that diffuses at the same rate as the molecule) for calculation of diffusion coefficient. The agents volume was calculated either by dividing their mass by the average density of proteins (\(\rho_{\text{protein}} : 1.35\text{gr/cm}^3\)) or based on their 3D structure (PDB information) where available. Agents have additional properties such as the ability to move or the agent’s current activity state, which are binary properties and switch between on and off. Another important property of agents is the number of available binding sites each agent has for attaching to other agents (Table 1). In our model, we discretize the environment with simple cubic compartments; each cube is assigned an environmental property, differentiating whether it is part of the membrane or extracellular environment. The cell membrane is assumed to be flat against the extracellular matrix, the environment is composed of two layers, a two-dimensional lattice representing the cell membrane and another one which is in contact with the membrane and represents the extracellular matrix. In some case studies, e.g. when exploring the effect of ligand mobility, the second layer is extended to a 3D environment to mimic the extracellular environment in which ligand is soluble. The size of the membrane is 1 \(\mu\text{m}^2\) and composed of 100 \(\times\) 100 compartments with periodic boundary conditions in the X and Y direction (parallel to the membrane).

Two important rule sets are applied in each time step, one is related to the agent movement and the other is for interactions. In order to accurately model diffusion of the agent, each agent can move from one compartment to its neighbors with a probability proportional to its diffusion coefficient. Agents in three dimensions (e.g. ligands in free extracellular space) have 6 neighbors and agents which are embedded in two dimensions (e.g. integrin subunits in the membrane) have four possible neighboring compartments to move to. After randomly selecting a neighboring compartment, the agent can move to the new location with a probability \(p_m\):

\[
p_m = p_D p_v
\]

where \(p_D\) is the probability related to diffusion coefficient of the molecule and \(p_v\) is the probability related to the crowdedness and is a function of free space in the destination compartment. We can show that for \(p_D\) we have

\[
p_D = \frac{2D_{\text{Dim}} \Delta t}{N_{\text{Neb}} (\Delta L)^2}
\]

\[
\Delta t \to 0
\]

\(N_{\text{Dim}}\) is the space dimension number. \(\Delta L\) is the distance between the center of two neighboring compartments, \(N_{\text{Neb}}\) is the number of neighboring compartments, and \(\Delta t\) is the simulation time step, which should be significantly small. \(D\) is the diffusion coefficient of the molecules, which is a function of size and the viscosity and temperature of the medium. For diffusion of particles through a medium with low Reynolds number, the Einstein–Stokes equation holds:
In these equations, \( S \) is 1 if \( A \) is a different type of molecule from \( B \) and 2 if both agents are identical. \( N_A \) is the Avogadro’s number. We should emphasize that this relationship is valid only if the experimental value of \( k_{on} \) and \( k_{off} \) are obtained in low concentrations of the reactants. The values of kinetic constants that we used in our simulation are summarized in Table 2.

In this work, we denote integrin molecules as a cluster if (i) they are in the neighborhood of each other, (ii) all activated integrins are attached to ligands, and (iii) the total number of integrins is more than two. The simulation is typically run for 5 min. We let the system reach equilibrium, typically within 2 min, and then start the sampling following equilibration. Each 2 s we sample the system, and finally we average over them.

### 3. Results and discussion

#### 3.1. Effects of ligand distribution on integrin clustering

First we explore the ligand clusters, which we refer to as ligand islands here forth, and the role of ligand island parameters on the clustering of integrins. To create the ligand islands, we tethered the ligands together in a square geometry. For simplicity, these islands were distributed uniformly through the ECM with a local density of 170 nmol/m^2 (10^5 μmol/m^2) as shown in Fig. 1. The average concentration of ligands ([Ligand]) were varied from 1.6 nmol/m^2 to 16.6 nmol/m^2 (1000 to 10000 μmol/m^2). The size of ligand islands were varied from 100 to 10000 nm^2. The concentration of integrins, i.e. α–β subunits, ([Integrin]) was varied from 0.17 nmol/m^2 to 8.5 nmol/m^2 (100 to 5000 μmol/m^2) [4,13,31]. In all of the graphs, the unit of the integrin cluster size is 100 nm^2, i.e. the range of average size of the integrin clusters varies from 0 to 10 000 nm^2.

As shown in Fig. 2, when the size of ligand islands decreases, the size of integrin cluster reduces with a constant rate. In other words, there is a linear relationship between the ligand islands size and integrin cluster size; the slope depends on the concentration of ligand and integrin. However at very low concentrations of integrin, the ligand island’s size has no significant effect on integrin clustering.

Comparing different surfaces in Fig. 2 suggests that the average size of integrin clusters increases as the concentration of integrins increases. At a given integrin concentration, considering a fixed number of ligand islands, increasing the size of the ligand islands would lead to formation of larger integrin clusters (see Fig. 3). However, at some integrin concentrations, there is a maximum achievable integrin cluster size, and interestingly, ligand islands larger than these optimal sizes have a
negative effect on integrin clustering. By decreasing the number of ligand islands, the average size of integrin clusters increases. In addition, the results show that at smaller ligand island sizes, the role of integrin concentration is less significant (surfaces are nearer to each other than at larger ligand island sizes). Based on the results presented here, it can be speculated that the largest integrin clusters will require the existence of a small number of large ligand islands. In this scenario, if the size and number of ligand islands are decreased and increased, respectively, the size of the integrin cluster will be reduced. These results are consistent with the experimental evidence that shows integrin clustering requires a high density of local ligand in the extracellular environment. In fact, it has been shown that most ligands are multimeric [4,6,13,29] and integrin clustering increases while the ligand island size is larger [17,25]. In addition, the experimental evidence confirms our results and shows that lower concentrations of ligand islands increases the integrin cluster size [34].

We hypothesize that this phenomenon may result from a competition scenario, i.e. by decreasing the ligand island concentration, the chance of attachment to the remaining ligand islands will be increased, and consequently the total number of integrins in each cluster will be increased. However by decreasing the size of ligand islands, the accessible surface available for formation of integrin clusters will be limited, which leads to a reduction in the average size of integrin clusters. Regarding the maximum value and biphasic behavior of integrin cluster size in the second region, as shown in Fig. 3, when the size of the ligand islands are small, the size of the integrin cluster will be limited to the size of the ligand islands. However, because...
the number of integrins in the system is constant, by increasing the size of the islands, most of the integrin will be bound to
ligands and no further integrin remains to assist in increasing the size of the integrin clusters. Following this, by increasing
the size of the ligand island, the competition between ligands will be increased which leads to the formation of more than
one small integrin cluster in each ligand island. Hence, the average size of integrin cluster will be decreased.

Regarding the number of integrin clusters as shown in Fig. 12, there is an inverse correlation between the number and the
size of integrin clusters. We can assume that the geometrical average of size and number of clusters is constant; however,
there is a reduction in the geometrical average at low numbers of ligand islands.

3.2. The effect of homo-oligomerization on integrin clustering

Here we explore the effect of homo-oligomerization of the integrin subunits on integrin clustering. In order to test the
effects of homo-oligomerization, the ligands were tethered randomly and the density was varied from 1.6 nmol/m² to
33.2 nmol/m² (1000–20,000 Å²), and the integrin density was varied from 0.17 nmol/m² to 5.44 nmol/m² (100–
3200 Å²). We ran four groups of simulations with varied affinities between subunits which consisted of no affinity be-
tween subunits, the experimentally reported affinity [20], and also with higher affinities, i.e. two and four units more than
the in vitro value.

In Fig. 4 each surface is fit to 100 calculated points via bicubic interpolation. Each point corresponds to a simulation at a
fixed ligand and integrin density. The total simulation time was 4 min. The first 2 min of the simulation was carried out for
equilibration and the sampling was done during the next 2 min.

The results of varying the affinity between subunits on integrin clustering are shown in Fig. 4. Regarding the homo-
oligomerization processes, comparing different surfaces shows that increasing affinity between homo-subunits enhances
the size of integrin clusters. The relation between affinity and the average size of integrin clusters is not linear and depends
on the concentration of ligand and integrins. By comparing the blue1 and red surfaces in Fig. 4, at some points the ratio of the
size of integrin clusters can exceed 9 while at other points the ratio is less than 1.2. The greatest impact of affinity on integrin
clustering is seen when the ligand and integrin concentrations are near low and high, respectively. Another interesting result
arises when surfaces with the in vitro affinity and without affinity are compared. The difference in integrin clustering between
the two configurations is negligible (the yellow surface is hidden by the blue surface at this resolution), confirming that the
reported in vitro affinity and without affinity are compared. The difference in integrin clustering between the two
configurations is negligible (the yellow surface is hidden by the blue surface at this resolution), confirming that the
reported in vitro value does not significantly affect integrin clustering in these conditions. In order for the affinity between
homo-subunits to play a significant role in integrin clustering, the value of this affinity needs to be greater than what has been
measured in vitro. We should mention that, to the best of our knowledge, this is the only reported affinity value and according to
the authors, this value is calculated based on the study in phospholipid micelles [20] and the in vivo value is expected to be
higher.

Generally speaking, it seems that when ligands are tethered and immobilized, the effect of homo-subunit affinity on inte-
grin clustering is lower compared to the role of the ligand clustering. Hence we could speculate that appropriately clustered

---

1 For interpretation of color in Figs. 4, 9 and 11 the reader is referred to the web version of this article.
ligands play the main role in the formation of the integrin clusters as an initial step to forming focal adhesion. However as the results show, the homo-oligomerization has a positive effect on integrin clustering. Additionally, some experimental results have shown that homomeric association of the transmembrane domains leads to integrin clustering. Homo-oligomerization provides a mechanism for inducing the formation of integrin clusters [36] as the \( \alpha \) and \( \beta \) subunits readily participate in homophilic association leading to the formation of homodimers and homotrimers, respectively. Moreover, it has been revealed that blocking integrin dimerization decreases integrin clustering. Additionally, on-lattice Monte Carlo simulations have shown that integrin dimerization can produce integrin clustering [4, 5]. Hence, part of the focus of this paper has been on homo-oligomerization of integrin subunits.

It seems that ligand and integrin concentrations affect the size of the integrin cluster independently, hence the size of the integrin cluster can be considered as a multiplication of two functions, one depending on the integrin concentration, the other depending on the ligand concentration. By fitting different curves, it seems that at a fixed ligand concentration, the integrin cluster size increases exponentially when the integrin concentration increases:

\[
S_{\text{Int Clus}} \propto a(q_{\text{Int}})^n
\]  
with \( a \) and \( n \) being positive constant numbers and \( n \) being greater than one. This is not surprising considering that by increasing the number of integrins we expect more integrins to be attached to the ligand while the number of integrin–ligand complexes will be increased at the contact area of the cell membrane. Subsequently, each individual integrin–ligand complex has a higher chance to find other complexes near itself. As a result, with the connection of these neighbors the system will have larger integrin clusters. On the other hand with a fixed concentration of integrin, the growth of integrin clusters as functions of ligand islands can be approximated as:

\[
S_{\text{Int Clus}} \propto \frac{b q_{\text{Lig}}}{1 + c q_{\text{Lig}}}
\]

where \( b \) and \( c \) are constants. It is clear that for integrin clusters to form proximity of multimeric ligands is essential. At a very low concentration of ligands (with a random configuration), there is a low probability that two ligands neighbor each other and this property is a limiting factor in integrin clustering and hence the integrin cluster size is highly dependent on the ligand concentration. Hence, as other theoretical results show [4], by increasing the ligand concentration, the size of integrin clusters is increased.

However, after a certain point, the entire surface will be covered with ligands, after which the ligand concentration will no longer be the governing factor. Combining Eqs. (6) and (7) we have:

\[
S_{\text{Int Clus}} \propto \frac{b q_{\text{Lig}}}{1 + c q_{\text{Lig}}}(a(q_{\text{Int}})^n)
\]

Typically, in experiments, the affinity and kinetic constants are calculated in very simple conditions that may be far from in vivo settings, and fail to capture the effect of phenomena that modify the interaction of two molecules and the equilibrium concentration of a binding complex. For example, the distribution of molecules, activity of molecules and system crowdedness can alter the direction of a reaction and affect the equilibrium concentrations. In the case of integrin homo-subunits, for instance, in order to investigate the affinity between two \( \alpha \) subunits, the subunits are left free to actively interact with each other in the experimental environment in absence of \( \beta \) subunits. However, the in vivo scenario is slightly different; \( \alpha \) subunits in conjunction with \( \beta \) subunits form an integrin molecule, which, as a first step, would attach to the ligand. After the attachment, for example, the \( \alpha \) subunits will be activated to interact with other activated homosubunits. Since the activated
subunits are attached to immobilized ligands, they have a small degree of freedom to search the space for other activated subunits. All of these circumstances change the final number of a homodimers when compared to in vitro results. In order to investigate these effects we have defined a new parameter, termed the 'effective affinity' between a subunits, $P_a$:

$$P_a = \frac{1}{C_0} \log \frac{\alpha}{C_3} \frac{\alpha^2}{C_1}$$

where $[\alpha]$ is the $\alpha$ subunit concentration and $[\alpha_2]$ is the concentration of jointed $\alpha$ subunits. This effective affinity is dependent on the density of integrin and ligands. Fig. 5 shows the value of effective affinity as a function of integrin and ligand density.

The main observation which is highlighted in the results is the variation and dependency of effective affinity on concentration of ligands and integrins. The minimum value of effective affinity is at the minimum ligand and maximum integrin concentration. The concentration of ligands plays a role as the governing factor. There is a positive relation between the ligand density and effective affinity, that is it can be seen that the effective affinity increases with the increased ligand density. However, the effective affinity has an asymptotic behavior and in a high ligand density its value changes slightly. At higher ligand concentrations, effective affinity is independent of the integrin concentration. However, at low concentrations of ligands, the number of integrins has a adverse effect on the effective affinity. This behavior arises due to the fact that when the ligand number is low, there is a limited number of integrins able to attach to the ligand; in addition, the chance for activated $\alpha$ subunits to find each other is low. By increasing the number of integrins, the ratio of the free and activated $\alpha$ subunits increases and consequently, the effective affinity will decrease. In general, the concentration of ligands has a positive effect on the effective affinity.

In Fig. 5 (panels (b)–(d)), the effective affinity is compared with the affinity that was used as input for the simulations ($P_{kd}$). The effective affinity has a close relationship with the experimentally measured affinity ($p_{K_d}^{in vitro}$) [20] but is dependent on the concentration of integrins and ligands in the system. When $P_{kd} = p_{K_d}^{in vitro} + 2$ (Fig. 5(c)), the effective affinity is lower than the input affinity, $P_{kd}$, and the difference increases as the input affinity increases (Fig. 5(d)). At lower affinities, i.e. $P_{kd} = p_{K_d}^{in vitro}$ (Fig. 5(b)), in some regions (specifically where ligands are in high concentrations) the effective affinity is higher than the experimentally measured affinity. This shows the biphasic role of ligands. As previously mentioned, the activation of $\alpha$ subunits via attachment to the ligands and therefore the number of ligands is a limiting factor on the formation of $\alpha$ homodimers. However, after formation of a homodimer, immobilization of ligands which are in contact with the subunits
helps to increase the chance of attachment by reducing the diffusion of α subunits and increasing the local density of α sub-units, exhibiting both a negative and positive effect on the formation of homodimers. Typically, the negative effect is dominant, however, by increasing the ligand concentration, the negative effect is reduced and the positive effect becomes dominant. For instance, in Fig. 5(b), at a high concentration of ligands, the positive effect is dominant and consequently the effective affinity is higher than the experimentally reported affinity.

3.3. The effect of crowdedness

Membrane proteins make up about 30 percent of the proteins in an organism and 50 percent of the membrane composition [26]. They have various functions resulting from their chemical and physical interactions. To shed light on the effect of membrane crowdedness of other proteins on integrin clustering, we defined a new inert particle type and added it to the in silico membrane—the term inert implies that no chemical interactions exist among these particles with themselves nor with other particles. The inert particles represent typical membrane proteins. In the present simulations, the effect of different concentrations and diffusion coefficients of the inert particles on integrin clustering have been taken into account (Fig. 6).

The concentration of integrin and ligand in all simulations is kept constant and equal to 1.33 and 16 nmol/m^2, respectively. The concentration of inert particles was varied up to 12 nmol/m^2 (7000 mm^2). Each simulation was run with two different distribution patterns for the ligand, the random configuration (Fig. 6, panels (b) and (d)), and the ordered cluster configuration (Fig. 6, panels (a) and (c)). Each curve is related to a specific inert particle diffusion coefficient. The legend values refer to the ratio of inert particle diffusion coefficient to integrin particle diffusion coefficient. Fig. 6 shows the size of integrin clusters versus the density of particles. Each curve is related to the specific diffusion coefficient of particles. For simplicity all the particles are given the same properties, e.g. volume and diffusion coefficient. The legend shows the ratio of the particle diffusion coefficient to the integrin diffusion coefficient. When the ligand distribution is random (Fig. 6(a)), the effect of inert particles is negligible at the low concentrations. By increasing the crowdedness, especially at lower diffusion coefficients, a phase transition in the size of integrins can be seen, i.e. beyond a certain particle concentration ([P]_c), the size of integrin clusters begins to reduce or increase. At low diffusion coefficients this transition happens sooner compared to high diffusion coefficients. There are many factors that may influence the size of integrin clusters, and the inert particle concentration is

![Fig. 6](image_url)
one of them. It is likely that at low concentrations, other parameters are dominant, but beyond a certain concentration, inert particle concentration becomes a dominant factor and leads to a decrease in the size of the integrin clusters.

When two integrins are bound together, as long as they have affinity for one another and are bound to the ligands, other particles have no effect on them. However, when they are near one another and are not yet bound, the presence of a third particle between them interferes with their interaction and hinders binding of integrins. Hence by increasing the concentration of inert particles the probability of the inert particle interfering is increased and the negative effect of inert particles emerges. Therefore, as the concentration of inert particles increases, the average size of integrin clusters decreases (see Fig. 6). Another reason for this behavior is that by increasing the number of particles, their presence between and around a formed complex tends to increase. This causes a steric repulsion for other integrins, inhibiting their ability to move into proximity of and attach to ligands and could also hinder binding of neighboring complexes to form a bigger complex. However, surprisingly, at high diffusion coefficients of inert particles, increasing crowdedness enhances the integrin cluster size. The underlying mechanism behind this behavior is that at high diffusion coefficients the dwell time of each particle between integrins and complexes is low. Hence, as a result of the high mobility, they move away from the complex and their position is made available for other integrins. In this situation, increasing the number of inert particles results in an increase in the local concentration of integrins due to a reduction of the free space, i.e. the concentration of integrins is artificially increased and subsequently a larger integrin cluster is formed. In general, the effect of inert particles is higher for randomly distributed ligands compared to clustered ligands.

3.4. Effect of the affinity between $\alpha-\alpha$ subunits and $\beta-\beta$ subunits

To examine the effect of affinity between homo subunits $\alpha-\alpha$ as well as $\beta-\beta$ on integrin clustering, we performed a set of simulations in which we varied subunit affinities at different integrin concentrations. Each surface in Fig. 7 represents the size of the integrin cluster at a fixed concentration of integrin when the affinity between $\alpha-\alpha$ and $\beta-\beta$ is changed independently. $k_0$ is the in vitro dissociation constant that has a different value for each type of the homomers. Varying the affinity for each homomer begins from an in vitro value and is increased up to 4 units. As the graph shows, the affinity between homo-subunits has a positive effect on the size of integrin clustering. In other words, the size of integrin clusters is enhanced by increasing the affinity of each type of subunit. However, when looking at the direction of the $\alpha-\alpha$ subunit affinity axis (see Fig. 8, red curves), independent of the $\beta-\beta$ affinity, three different sub-regions can be distinguished for each curve. In the first sub-region (between $-\log(k/k_0) = 0$ and 1), there is no significant dependency between the affinity and size of integrin cluster and therefore the effect of affinity on integrin clustering is negligible. In fact, in this region the value of affinity is very low and its role on integrin clustering is minimal. Following this, in the second region (between $-\log(k/k_0) = 1$ and 2.5), $\alpha-\alpha$ affinity plays a significant role in integrin clustering size as the increasing affinity of these subunits results in the formation of larger integrin clusters. Generally, two reasons could be suggested for this positive effect. It could be that increased affinity helps integrin–ligand complexes find each other more easily in less time, and as a result, the initial clusters become larger. In the second region, due to binding of integrins via their homo-subunits, the clusters are more stable, leading to a longer cluster lifetime. In the third region (greater than 3), again the size of integrin clusters is fairly independent of the $\alpha$ subunit affinity. One reason behind this independent behavior could be other parameters that play a limiting role. These parameters regulate the upper limit of integrin clusters and prevent further increase in the integrin cluster size by increasing the

![Fig. 7. The effect of integrin homo subunits affinity. Surfaces represent the size of the integrin cluster at a fixed concentration of integrin when the affinity between $\alpha-\alpha$ and $\beta-\beta$ is changed independently.](image-url)
3. Effect of the affinity between the integrin and ligands

The role of the affinity between ligand and integrin in integrin clustering is examined here. The simulations were carried out in two different distribution patterns of ligands: clustered (Fig. 9(a)) and random distribution (Fig. 9(b)). The effect of integrin–ligand affinity was investigated under three different integrin concentrations, namely 0.17 nmol/m² (blue curves), 0.85 nmol/m² (red curves) and 3.4 nmol/m² (green curves). While the affinity between integrin homo-subunits is accounted for in these simulations, our results suggest that this affinity does not affect the general behavior of integrin clustering significantly.

Simulations were carried out for a relatively wide range of physiological ligand affinities. As the results show, our model predicts that when the affinity between the integrin and ligand increases to a terminal value, the size of integrin clusters increases. This terminal value of affinity depends on the integrin concentration and ligand distribution pattern. This behavior is not surprising, considering that increasing the affinity results in an increase in the number of integrin–ligand complexes. Subsequently, the size and the number of the clusters increase. In the graph, after a jump, the curves finally reach a maximum value (see Fig. 9). We denote this region as the saturation phase due to the fact that in this region most of the integrins are bound to the ligand and further increases in affinity would not change the number of bound integrins significantly. It can therefore be concluded that for each concentration of integrins, there is an optimum affinity (inflection point in the graphs, see Fig. 9) and interestingly, the experimental value (i.e. zero in the horizontal axis) is near the optimum value for many concentrations. Beyond this optimum value, increasing the affinity does not affect the integrin clustering in a significant manner. It could be therefore speculated that the binding affinity between integrin and ligands has been may be evolutionarily optimized.

The clustered configuration significantly enhances the effect of integrin–ligand affinity on the integrin cluster size. Also, the system is more responsive to affinity at a higher density of integrins compared to lower ones. In Fig. 9 (see panels (c) and (d)), the number of integrin clusters under the same conditions is plotted. Interestingly, the number of integrin clusters
follows two different qualitative trends based on the ligand distribution pattern. Further examination of the experimental and analytical data explains that variation in integrin binding affinity for ligands is effective for the quantitative modulation of adhesion strength and increasing integrin clusters [14].

3.6. Effect of ligand mobility

Thus far we supposed that the ligands are tethered to substrate and are immobilized. To probe the role of ligand mobility, while varying ligand and integrin concentrations, we performed a set of simulations in which ligands are free to diffuse on the substrate. Our primary aim here is to compare mobile ligands with immobile ligands without the addition of other complicating factors, therefore the diffusion of ligands is limited to movement in a two dimensional surface to avoid introducing effects associated with the movement in three dimensional space. Fig. 10 shows the size of integrin clustering at different concentrations when the ligands are free to diffuse (blue surface) and when the ligands are tethered to the substrate (yellow surface). Our results (Fig. 10(a)) suggest that, as long as there is no affinity between homo-subunits, mobility of the ligand has no significant effect on the size and number of integrin clusters. Movements of ligands do not affect their average statistical distribution and hence the integrin cluster does not change either. It can be expected that the number and size of integrin clusters is independent of diffusion coefficient of either ligands or integrins. However, this is not the case for the affinity between homo-subunits. In this case, as Fig. 10(b) shows, diffusion of ligand improves the integrin cluster size when the integrin subunits have affinity to their homologs. When the ligand is fixed, movement of active subunits is very limited to the proximity the ligand of it is bound to. Hence, the chance for finding other homo subunits is limited to a restricted region around the fixed ligand. On the other hand, when the ligands diffuse, the movement of ligand–integrin complex helps active subunits to explore a larger space and search for homologs to interact with, increasing the chance of homo-oligomerization of active subunits and subsequently, the formation of larger integrin clusters in the system. In two regions of the surfaces in Fig. 10(b), the effect of ligand mobility is high: region of high concentrations of integrin and ligand and region of low concentrations of integrin and ligands. Surprisingly, it can be seen that when one of the components (ligand or integrin) is at high concentrations and the other is at low concentrations, the effect of mobility decreases. In general we can speculate that when the ligands are able to diffuse, the affinity between integrin subunits plays an important role on integrin clustering.
3.7. Ligand diffusion in 3D

Our simulations so far restricted the ligands to only diffuse on the substrate since our aim was to compare the effect of mobility with other results involving integrin clustering on a surface. However, it is obvious that diffusion of ligands is typically in aqueous environments. In other words, the ligand diffuses freely in a three dimensional environment and interacts with the membrane integrins that are in contact with the solution. One of the examples of this type of interaction is the ligand–receptor interaction. When considering the ligand-receptors, the number of ligands is typically much lower than substrate ligand.

We set up the simulations with a cubic ligand container which is in contact with the membrane on one face and has periodic boundary conditions on the other four faces. Fig. 11 presents the results for two conditions: first, when there is affinity between integrins (green surface) and second, when there is no interaction between integrins (red surface). The computed results demonstrate that the size of integrin clusters increases while the concentration of ligand and/or integrin is increased. However, after reaching a terminal concentration (0.85 nmol/m² for integrin and 2.55 nmol/m² for ligand), the integrin cluster size reaches a maximum and does not grow any larger. These graphs clearly demonstrate that affinity between integrin homosubunits has a positive effect on integrin clustering. Interestingly, at low concentrations of ligand (Fig. 11 right) there is no integrin clustering in absence of affinity between integrins. This shows that at low concentrations of soluble ligands, the affinity between integrins plays an important role in integrin clustering. Fig. 11 shows the impotency of integrin homosubunit interaction at low concentrations of soluble ligands. It seems that at low concentrations of soluble ligands, the role of integrin–integrin (receptor–receptor) interactions on integrin clustering is vital and without such interactions the integrin
clustering is negligible. It can be speculated that at situations such as ligand-receptors, the role of homology is dominant. On the other hand, for interactions of cell adhesion, clustering ligand play a dominant role on integrin clustering. We know that integrin clustering is critical for intimal formation of focal complexes. However, this process is very dependent on ligand clustering and finally clustering ligand from the outside of the cell controls the initial integrin clustering property. Cells can rearrange the ligand distribution and possibly in this manner, indirectly control the integrin clustering and stimulate the initial state of cell adhesions.

4. Conclusion

We have developed an agent-based model of integrin clustering. By investigating the ligand organization, we found that in order to achieve the largest size of integrin clusters, the size of the ligand islands must be large and the number of islands must be low. In addition, our results showed that with a random distribution of ligand, with a sufficiently high concentration, the average size of integrin clusters is independent of ligand concentration and remains nearly constant. We demonstrated that increasing affinity between homo-subunits enhances the size of integrin clusters. The highest impact of affinity on integrin clustering happens when the ligand and integrin concentrations are near low and high, respectively. Additionally, we demonstrated that in order to serve a significant role in integrin clustering, the affinity between homo subunits should be higher than reported, \textit{in vitro} values. However, it appears that when the ligands are immobilized, the effect of homo-subunit affinity on the integrin clustering is lower compared with that of the ligand clustering. Another major point highlighted in our results is the variation and dependency of effective affinity on concentration of ligands and integrins. The minimum value of effective affinity happens at minimum ligand and maximum integrin concentrations. At higher ligand concentrations, the effective affinity is independent of the integrin concentration. However, at low concentrations of ligands, the number of integrins has a negative effect on it. In general, the concentration of ligands has a positive effect on the effective affinity. By changing the membrane crowdedness, we observed that with a random distribution of ligands, the effect of inert particles in the system (representing higher crowdedness) is more pronounced compared to a clustered ligand distribution. In addition, the results of studying the affinity between integrins and ligands showed that at all integrin concentrations, the size of the integrin clusters increases when the affinity between ligand and integrin increases. It seems that at low concentration of soluble (mobilized in 3D) ligands, the role of integrin–integrin interactions on integrin clustering is vital and without such interactions integrin clustering is negligible.

In closing, it must be remarked that the ABM simulation allows for exploring the short- and long-term consequences of a wide range of variations in input parameters, underlying assumptions, or any general scenario changes. One of the advantages of simulation is easily addressing of the “what if?” questions. ABM simulation makes it possible to answer many such questions even beyond what happens in reality or when testing in the real world is too expensive or too time-consuming or simply impossible (due e.g. to lack of experimental infrastructures). But, of course, the reliability of results depends completely on the type of the model, the underlying phenomena and the simplifications made in the model. For this reason, in most of our presented results we have attempted to elucidate the mechanism underlying the phenomena and have strived to explain a reasonable physical meaning for the numerical patterns. When possible, we have included experimental evidence to support our results. In other cases where experimental evidence was unavailable, we hope that our results will
inspire experimental investigations to further examine these findings. Nonetheless, these results could help us to better understand the role of certain factors in integrin clustering with the hope to further explore the underlying mechanisms and relationships among different elements involved in this system.
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